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1 INTRODUCTION 

The world today has become a global hub of people migrating across the world searching for diferent opportunities. 
With the rampant increase in cross border migration lately [7], it has become important for people to have a common 

language for communication purposes. Including all migrants, around 400 million people worldwide speak English 

as their second language [5]. It has been proven that most of these ESL speakers have difculty in articulation and 

perception of the English language ([12, 24]; [47], p. 81; [33], p. 283). This happens because non-native ESL speakers 
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tend to speak English with a regular pattern of syllabic duration [26], which is monotonous and does not signify 

intentionality in communicative expression. 
Languages can be classifed either as stress-timed or syllable-timed ([40], p. 72-79; [20], p. 10; [27], p. 51-62). Although 

no language is completely stress-timed or syllable-timed, they fall towards any one end of the spectrum. This continuous 
classifcation spectrum scale that gives rise to the diferent expressions in various languages. English is a predominantly 

stress-timed language [26, 31, 48], which means that diferent parts of an English sentence are spoken by giving 

pitch-related stresses, called intonations. However, many varieties of English, are characterized as nearly syllable-timed 

language [48] due to the diferent native languages of people like French, Spanish, Hindi and Urdu, which are syllable-
timed languages [31, 44]. This leads to the rise in a phenomenon called Diglossia [6], where people in a community 

speak diferent variants or dialects of English. This causes people with non-native English language to be perceived by 

others as having reduced intelligibility and understanding of what they speak ([12, 24]; [47], p. 81; [33], p. 283). 
This becomes a barrier for non-native English speakers in communicating properly in English, thus hampering their 

opportunities in job interviews, public speaking, higher education, etc. Acquiring stress-timed rhythmic patterns, or 
intonations, is considered one of the most difcult aspects of grasping English pronunciation [39]. Further, the average 

cost of learning spoken English through standard organisations like the British Council involves a cost of around $ 200 

[1], which is prohibitive and an obstacle for people in relatively economically poor countries. Therefore, there arises a 

need to design an efective and easily adaptable pedagogy that mobile application creators can use to make a system 

that teaches non-native English speakers so they can communicate efectively. 
Currently, professional English teaching linguists teach intonations through an imitation-based teaching pedagogy[2]. 

We changed and adapted this existing imitation-based teaching pedagogy to conversation-based teaching pedagogy, by 

adding an extra element of context. This was done by adding extra sentences before any sentence to be taught and 

curate them as dialogues going on between two people to make them seem like part of a conversation. These precursor 
sentences set up the context and are spoken by a chat agent who is well trained in intonations in advance. This context 
or scope of a sentence is used to get hints for raising or dropping pitch at diferent parts in a sentence. 

Our mobile application allows users to learn diferent types of English intonations and their application in diferent 
contexts based on the relative diference in pitch levels while speaking. We use an iterative design process to make this 
mobile application with an overall total of 34 participants from our university in 3 user studies, excluding dropouts. 
We test our system for intonation performance scores, usability, and overall experience of the participants through a 

quantitative and qualitative analysis. Following are our contributions through this research-

• We present a conversation-based mobile application, Verbose, to assist ESL speakers in the training of context-
based pitch modulation, also known as intonations. 

• We further provide a novel and efective visual representation for showing pitch/intonations mapped to the 

orthographical system of English writing. 
• We fnally present our learnings and insights from qualitative observations and interviews performed with users, 
which provide support for the efectiveness and usability of Verbose in training ESL speakers on intonations. 

2 BACKGROUND 

This section highlights the important language-related literature used in teaching English intonations through our 
system. 
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Fig. 1. Four diferent types of intonations shown along with the places (black line above the text) where they are used in a sentence. 
a) QI - Relative increase in pitch towards the end of sentence. b) AI - Relative increase and then decrease in pitch at object of context. 
c) CI - Relative increase in pitch before a continuity in thought, relative increase and then decrease in pitch at the continued part of 
previous thought, d) SI - Relative decrease in pitch at the end of sentence 

2.1 Diferent types of pitch intonations 

We explored the various communicative speech expressions used by people who speak English and found four intonations 
(patterns of pitch modulation, Figure 1) in the domain of pragmatics (branch of linguistics which works on practical 
fndings of intentions in speech) which are globally accepted across various versions of English like Australian, British, 
American, etc. ([33], p. 292-296). 

3 RELATED WORK 

We found two types of system which provide feedback on the diferent parameters of communication. We classify these 

systems as synchronous and asynchronous feedback systems. Further, we list down the various ways in which attempts 
have been made to represent pitch visually. 

3.1 Synchronous Feedback Applications 

Prior HCI research work has investigated the development of various tools to assist users on speech production 

and semantic-related parameters synchronously for enhancing their social communication skills. Applications like 

Rhema [50], Logue [25], AwareMe [16], Aging and Engaging [9], ROCSpeak [55], RoboCOP [51], VoiceCoach [53], 
MACH [29], and Automated Social Skills Trainer [49] provide feedback on user speaking rate [17, 25, 29, 34, 49–51, 53], 
as well as on paralinguistic speech functions such as amplitude [9, 17, 50, 53, 55], pauses [29, 49, 53], and pitch and fller 
words [17, 29, 49, 51]. Our system provides feedback on the paralinguistic parameter of pitch. However, it difers from 



Woodstock ’18, June 03–05, 2018, Woodstock, NY Trovato and Tobin, et al. 

the above mentioned systems in that we don’t just provide feedback on pitch, but on certain patterns of pitch, which 

represent contextual meaning in a sentence. These contextual meanings are accepted globally in almost all accents of 
English ([33], p. 292-296). 

Other applications like Presentation Sensei [34], RoboCOP [51], Aging and Engaging [10], MACH [29], Aging and 

Engaging [10], ROCSpeak [55], and Presentation Trainer [46] also provide instantaneous feedback on parameters other 
than paralinguistics, like eye contact, smile, head gestures, and body movements. 

All these speech systems are useful in improving a user’s solo speech but are not very helpful in improving 

conversations with other people. For improving conversations, a system needs to provide contextual conversation-based 

training of speech production. Only the applications, Automated Social Skills trainer [49], and Aging and Engaging [9] 
provide conversation-based synchronous teaching. However, the quality of communication skills in these systems 
is determined by just the objective feedback of the speech functions, as it is difcult to give feedback on context 
synchronously. The context in which a person speaks shapes many of these speech functions which is missing from 

these feedback systems. Hence, it is difcult to employ a synchronous conversation-based improvement system in 

practice for improving communications. Therefore, we concentrate on providing accurate and reliable asynchronous 
feedback on the context-dependent feature of pitch intonation in our system. 

3.2 Asynchronous Feedback Applications 

Asynchronous applications are systems where an application is given enough time to pre-set a certain content which it 
can analyse efciently and accurately. The user is supposed to speak the already curated pre-set content and receive 

feedbacks on it. The most famous asynchronous feedback app world-over for language learning is Duolingo [52]. 
Though Duolingo falls within the scope of language learning, it is usually used for teaching grammar and vocabulary 

within and across various languages. Here we investigate the systems that have been deployed in asynchronous modes 
for people to enhance their English speaking skills in intonations. Asynchronous learning applications have ranged 

from imitation-based systems to conversation-based systems. 
CALL (Computer Assisted Language Learning) [18] involves speech recognition in employing imitation-based 

learning techniques to develop listening and speaking skills among users. MyET (My English Tutor) [37] is another 
imitation-based interactive learning application that allows learners to listen to teachers of diferent accents, imitate 

their teacher's pronunciation, and improve their English listening and speaking skills in the process. SLION [38], a 

karaoke application also shows imitation-based singing combined with automatic speech recognition (ASR) to have 

pronunciation enhancing potential for learning foreign languages. 
However, conversation-based teaching technique has shown to be very efective in improving pronunciation learning 

amongst users [41]. Applications like TRACI (Teacher Ranging Across the Computer Interface) talks, Caroline in the 

City, CNN Interactive English, The Syracuse English Comprehensive Learning Series, Tell Me More Pro, and Encarta 

Interactive English Learning, all use role-play based activities and task-based conversations to improve user's speaking 

skills [18]. While these applications use a conversation-based teaching pedagogy to train the speakers on "how" and 

"where" to speak, none of them provide any feedback on "why" to speak in such a way. Our application uses a contextual 
conversation-based pedagogy to make the user understand the correct type, place and reason for using an intonation, 
therefore covering the "how", "why" and "when" of intonations. This is important for a holistic learning process where 

the educational technique covers all possible aspects of user speculation while learning, as evidenced through the study. 
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Fig. 2. The various ways in which pitch has been represented textually. A) Notation presented by James Rush, B) Notation given by 
Lieberman tracing the 10th harmonic of a spoken sentence, C) Notation presented by Crystal, D) Notation presented by Bolinger, E) 
Notation presented by Ladefoged 

3.3 Visual Representation of Pitch 

It is important to fnd an intuitive representation of pitch for learning intonations because a visual representation 

provides hints on where and how to modulate your speech. This information can also be received by simply listening 

and imitating the raw audio, but this information can easily be lost if one doesn’t concentrate hard enough. Hence, a 

visual representation complements the raw audio when trying to use intonations. Here, we investigate the various 
ways in which pitch has been visualized in previous works. 

Although a universal agreement has been reached to represent all possible human speech sounds through International 
Phonetic Alphabet (IPA) [11], little consensus has developed for the representation of stress or pitch modulation ([35], 
2006). One early representational approach is from James Rush ([42]), where he used the musical pitch scale to represent 
the pitch and transcription of spoken text written above it to represent the place of pitch (Figure 2A). Lieberman ([36], 
1967) displayed pitch curves by tracing the 10th harmonics of audio signals on narrowband spectrograms by extracting 

their fundamental frequency. These types of pitch curves are commonly represented by continuous curves representing 

pitch modulation over time as these values change continuously while one speaks (Figure 2B). Crystal ([23]) used 

curved lines on pitch range spaces represented by icons to map the meanings of intonations (Figure 2C). He further 
utilized "large and small dots, capitalization, arrows, dashes, and two kinds of accent marks (grave and acute), along 

with curved lines placed in a vertical space" to represent the various intonations ([22]). One particular drawback of 
these types of representations is that they have at least two separate layers (one for pitch representation and one for 
words) within the representation to encode the meaning of speech which is not very cogent for reading. 

Bolinger ([14]) used examples of sentences with prominent syllables and words written relatively up or down to 

represent pitch curves and their displacements (Figure 2D). Ladefoged ([35]) combined pitch curves obtained through 

pitch extraction algorithms with linguistic units of speech written along the curve. These spoken units were used to 

track intonations embedded over them (Figure 2E). Although the system provided by Bolinger used a single layer of 
visual representation to encode speech meaning, it is not a straight line system of representation and hence, not very 

feasible for reading large speech corpora. Similarly, the system provided by Ladefoged, though continuous and much 

more legible than the previous notations, again disrupts the fow of reading by not being in a straight line. 
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We systematically come up with various visual representations that primarily follow a straight line orthographic 
system with minimal iconic pitch representations embedded over it. We then determine the most efective representation 

out of these with the help of visual communication design experts as detailed in the study (Figure 3). 

4 RESEARCH APPROACH 

We hypothesize that a conversation-based feedback system that teaches people how, where and why to modulate pitch 

according to diferent contexts can help ESL speakers in terms of their speech expressions and communication with other 

people. 

To explore the hypothesis, we developed a mobile-based application using a 3-step iterative process with the help of 
two formative studies and evaluate the various design aspects of our system with the help of a summative study. First, 
a visual representation study found an intuitive representation of pitch through the orthographic system of English 

writing. Second, a low-fdelity sketch-based mock-up study defned our content design and the basic app fow. Third, 
user testing on a mobile application evaluated the system on intonation performance scores, usability, and ease of 
use. Along with this, we use detailed insights of users to evaluate our system. We discuss these studies in detail in the 

following sections. 

5 PREREQUISITE DESIGN REQUIREMENTS 

As observed from the state of existing applications used in teaching communicative expressions, we fnd two prerequisite 

design requirements for our fnal mobile-based application. We denote the design requirements for the mobile application 

with notation Rx throughout the study. 
R1 - Conversation based pedagogy - We chose a trained member of the research team as the human voice behind 

the Verbose (name of our mobile application) chat agent who could properly intonate and not a computer-synthesized 

voice as we wanted the interaction to be as engaging as possible. 
R2 -Context-based pitch modulation - The design of our teaching pedagogy is directly adapted from the teaching 

methodology used by professional English teaching linguists [2] to teach intonations, wherein a sentence is divided into 

units, and taught through imitation. We changed this methodology from an imitation-based to a conversation-based 

teaching pedagogy, by adding precursor information before these sentences when used in conversations ([47], p. 61). 
This defnes the context or scope of the sentence and this context-specifc information is used to raise pitch at diferent 
parts in that sentence to know "how" and "where" to stress by imparting diferent paralinguistic meanings to the speech 

([8, 21]; [47], p. 6, p. 9). For example, if Jane says, "Where are you going?", Martha says, "I am going to the hotel at noon. 
However if Jane says, "When are you going?", Martha says, "I am going to the hotel at noon. 

Initially, we needed to represent the place and type of pitch modulations. Hence, we conducted a visual representation 

user study which informed the visual representation of intonations within the system. 

6 VISUAL REPRESENTATION TESTING 

The visual representation of the intonations informs the user on how to speak a certain part of the sentence without 
actually listening to it. We determined a novel and efective visual representation for diferent types of intonations with 

the help of a study conducted with design practitioners. This visual representation of intonations acts as an important 
cue for users to understand the place and type of intonation to be used in a particular context. 

The following parameters were considered while designing the visual representations -
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• We use an orthographic system of language representation and not a phonetic representation with the assumption 

that the users are more aware and responsive to such a representation. 
• The representation system highlights the tonic unit as well as the tonic syllable of the required intonation. The 

tonic unit in a sentence determines the phrase where stress is to be used, while the tonic syllable within that 
unit determines the exact syllable that is required to be stressed, thereby indicating the type of intonation 

• We consider using all the available highlighting options, namely text color, bold, italics, underline and background 

color which are available within any standard text editor like Google Docs, along with gradient text color, to 

highlight the pitch target part. 
• We further consider using either relative change in text size and graphical representation superimposed on 

the orthographic representation, to show a relative change in pitch among the syllables of a word. This design 

criterion is assumed to help a user know the exact place of pitch modulation. 

We developed 12 visual representations (Figure 3) from the combination of the above parameters to represent the 

stress or emphasis in a sentence for a user to intonate. 

6.1 Recruitment 

1 visual communication design expert with 30 years of experience from our university, assisted us in the development 
of the intonation representations by providing us the above mentioned four parameter for designing and 10 students 
studying in the same domain helped in their eventual evaluation. 

6.2 Procedure 

The 12 visual representations were given in a randomized order to 10 students of visual design along with their respective 

audio clips. They were then asked to rate the closeness of the audio recordings to each of the representations (on a 

scale of 1 to 10) and point out the mismatch between the two if any. 

6.3 Results 

Only 9 out of the 10 contacted students gave their feedback on the 12 representations. 

Fig. 3. The details of the formative study used to find visual representation of pitch. The figure also shows the average scores given 
by users when presented with the visual representations in a randomized order 
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1. The average rating for both bold/variation in text size and text color (gradient)/variation in text size both came out 
to be 8.16/10, which meant that they were the most intuitive representations for highlighting the tonic unit and tonic 
syllable within a sentence. 

2. The lowest average rating (6.62/10) was for italics/variation in text size, which meant that the participants did not 
consider italicization to be a very intuitive way of highlighting pitch visually. 

3. Text size variation vs graphs - 5/9 users found text size variation as a better way to highlight the place of stress in 

comparison to drawing a graph above the text. The uniform text size, alongwith the color of the tonic unit and a graph 

representing the change in pitch above the text confused the participants as they felt both of them to be conveying 

diferent levels of stress (Figure 3). Most users also found the graph as an additional element spoiling the overall reading 

experience requiring additional interpretation and found it to be unintuitive in terms of highlighting the exact letters to 

be stressed. 
Additional comments -
4. 2 design students found the highlighting of the tonic unit (with any of the highlighting techniques-text color, bold, 

italics, underline, background color, color gradient) to be confusing since stress is supposed to be imparted only on 

certain syllables in the tonic unit and some of the highlighted tonic unit parts showed no pitch modulation as such. Our 
intention behind highlighting tonic unit was to indicate that the complete tonic unit is to be spoken continually with 

pitch modulation without taking any pause, however, highlighting did not convey the intention clearly. Therefore, we 

highlighted only the word whose syllables needed to be intonated and not the entire tonic unit, for accent, sentence, 
and question intonation. For continuation intonation, the stress usually starts on the syllables of one word and ends on 

the syllables of another word, and therefore for this intonation, we highlight from the starting word to the ending word 

to avoid any confusion. 
5. 3 design students found highlighting the tonic syllable with any color (blue in our case as used by us) other than 

black to be confusing. They felt that blue being a lighter color than black can also imply more stress on the black text 
part (text that is supposed to have no intonation). Therefore, we only used black as our text color consistently. 

We validated the above mentioned two changes to our representations obtained from the additional comments 
provided by the design students by consulting with the design expert. 

6.4 Design requirements 

R3 - Out of the two highest-rated representations (text size variation with - color gradient and bold), we chose the 

representation that uses bold to highlight the words that need to be intonated, and variation in text size to indicate 

the tonic syllable and type of intonation to be used in the system (Figure 3). To increase the contrast, we reduced the 

font-weight of the text not to be intonated in the fnal representation. 
Before fnally creating the mobile application, we prepared sketch-based mockups and tested them among university 

students to get our fnal design requirements. 

7 LOW-FIDELITY TESTING THROUGH SKETCH-BASED MOCK-UPS 

The following study informs the design elements involving the content design and basic application fow used to create 

the fnal system. We used wire-framing to develop the low-fdelity prototype. 
After consenting to the study, the participants were requested to go through the fow of the application screen 

by screen, interacting while following a think-aloud protocol. At the end of the study, we asked participants some 

open-ended questions about their experience with Verbose. Each participant session lasted for 45 minutes on average. 
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Fig. 4. The details of formative low-fidelity study done to evaluate the content design and basic app flow
We voice recorded all user sessions and transcribed them for analysis. We then open-coded all the transcriptions for 
identifying emergent themes. 

7.1 Design requirements 

From the transcribed user observations, we initially came up with 7 design requirement themes, but eventually converged 

to 5 (R4 to R8), as presented in Table 2. 

Design Requirements 
Rx Description Description 

R1 Conversation-based pedagogy 
A trained member of the research team who can intonate properly speaks as 
the chat agent 

R2 Context-based pitch modulation 
Precursor sentences before a target sentence defne context in a conversation 
between the participant and chat agent 

R3 Visual representation of pitch 
Bold highlights the words of intonation and variation in text size indicates the 
place and type of intonation 

R4 Introductory/concluding screens Introductory screen presents conceptual facts on intonations and concluding 
screen rationalizes why to use a particular intonation (7/10) 

R5 Gradual increase in difculty 
Gradual increase in number of intonations and difculty of a training 
sentence enable ease of learning (10/10) 

R6 Gamify the learning process Red and green visual circles provide instant feedback. (n+1) minimum 
attempts followed by a hint provide optimal challenge (5/10) 

R7 Personalized training metrics Participant’s own result achieved in a previous session provides benchmark 
for future performances (6/10) 

R8 Holistic analysis An intonation-wise, sentence-wise and overall overview of the entire session 
provide a holistic analysis (5/10) 

Table 1. Design requirements as observed from the formative studies. The information within the parenthesis for requirements R4 to 
R8 indicate the number of users out of 10 who suggested these requirements. 

While inculcating the design requirements into the mobile application specifcations, we met all the 8 requirements 
(Rx) above and mention them in parenthesis wherever necessary in the technical implementation and analysis of our 
system. 

8 TECHNICAL IMPLEMENTATION 

The technical implementation of our system contains four phases - voice input phase, pitch extraction phase, intonation 

analysis phase, and visual feedback phase. 
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Voice input phase - The iOS application initially records the users on two sentences, one in their natural style and 

one in which they imitate the Verbose chat agent. This is done to set the base, raised and lowered threshold limits of 
their intonation utterance according to their own personalized speaking limits (R7). Once the limits are set, all the user 
recorded audio fles are sent to the server running Flask for intonation analysis. 

Fig. 5. System architecture 

Pitch extraction phase - At the server, we maintain an individualized user log for each session. This is done so 

that in a repeat training session, the results for a user are compared from his/her performance over the last session (R7). 
We then extract pitch values from the audio fle using Parselmouth [30]. The audio fle is then sent to Google Cloud 

Platform for transcribing it from Speech to Text. The transcription from the Google Speech-to-Text API is converted 

into an array of individual words which are checked against the hardcoded array of words that should ideally be in the 

transcription. After running a pilot on 10 participants, we found out that if the diference of words between both the 

arrays is greater than 40% of the total words, one of two things is possible: (1) The user did not speak all the words 
while recording or (2) The Speech-to-Text API transcribed a few words incorrectly (a common occurrence with people 

who do not have English as a frst language/people who have an accent). Hence, considering both the cases, users are 

prompted to record the audio again for both scenarios. Further, to ensure that we took the correct phrase for analysis, 
we hardcoded the condition for getting atleast one word of both, starting 2 words and ending 2 words of a tonic unit as 
correct. If the preceding condition is satisfed and the overall diference in transcription is less than 40%, the audio fle 

is sent forward for a check on the pitch modulation of the spoken words. 
Intonation analysis phase - The audio fle is then sliced according to the timeframes of each word (with the help 

of Google Cloud Platform) and checked against the algorithm that contains user-specifc base and threshold values for 
each intonation. From the averaged pitch values, it can be seen whether the buckets fall in the range of the base, upper 
or lower intonation, and subsequently it is decided which intonation it is. 

Visual feedback phase - The system displays the fnal results of the analysed intonations through the visual 
representation design requirements (R3) as found in the visual representation user study. 
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9 MOBILE APPLICATION TESTING 

We developed an iOS mobile application for testing the efectiveness of our learning application. We used a mixed bag 

approach of conducting a user study to evaluate the efectiveness of the developed system, using both qualitative and 

quantitative insights. 

9.1 Mobile application structure 

The main part of our mobile application is broadly classifed into 4 sections that come sequentially in the following 

order - Pre-Training test, Training, Post-Training test, and Analysis. We carefully curated the content for the application 

so that the meanings mapped to the various intonations follow certain rules as described by Grice [28]. 
The Pre-Training test section has 2 modules, each module having 3 exercises, with an instruction for a user to 

speak naturally but with no visual cues for help. There are a total of 6 AI (accent intonations), 3 QI (question intonations), 
9 CI (continuation intonations), and 2 SI (sentence intonations) embedded within the content of the 2 modules. The total 
number of each intonation in each exercise is restricted by the place at which each of these intonations is used within a 

sentence and the sentence structure and hence their number in the exercises is unequal. The second module within 

this section has bigger sentence lengths and more intonations which increases the difculty of the second module as 
compared to the frst one (based on requirement R5). Within each module, the content is set up in such a way that the 

same sentence has to be stressed at diferent words according to 3 diferent contexts in 3 exercises (based on R2). 

Fig. 6. Training session. A) Introduction page introducing an intonation with information and audio clip. B) Training page C) Training 
page with the evaluated tonic units. D) Feedback page explaining why an intonation is used at a specific place and in what context. 

The training section frst introduces each new intonation on the screen with its visual representation which the 

user is supposed to necessarily play and listen to (based on R4, Figure 6A). Next, we have a training exercise screen 

that emulates a conversation with the Verbose chat agent, which the user is supposed to participate in by looking 

at the visual representation and record his voice to get an evaluation on the tonic units (based on R1, R3, Figure 

6C). Finally, we present a feedback screen that reinforces the intonation information introduced earlier, along with 

providing explanations of "why" the user was prompted to stress on certain words in diferent contexts (based on R4, 
6D). The Training section has 4 modules, each module containing 3 exercises with diferent context but the same user 
content, in the same manner as designed in the Pre-Training test. We set up the training exercise in increasing order 
of number of intonations and readability index [3], which uses number of sentences, length of sentences, number of 
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words, number of complex words, and average syllables per word (based on R5). The Training section has a total of 18 

accent intonations, 7 sentence intonations, 9 continuation intonations, and 3 question intonations. Again, this unequal 
number of intonations is because of the placement of these intonations at specifc places in sentences in the English 

language which are restricted by the sentence structure. The number of continuation intonations is highest as they 

are used for expressing continued thoughts and hence they come multiple times in one stretch. The number of accent 
intonations (context-related intonations) is more than question and sentence intonations as context-related information 

is usually present in each sentence, whereas question and sentence intonations may not. Visual representation on the 

training page indicates "where" and "how" to stress (based on R2, Figure 6B). The total number of tries that a user can 

take is displayed on the top right part of the training page with the total number of circles. This is designed as (n+1), 
n being the number of intonations within the exercise (based on R6). HCI gamifcation literature has discussed the 

relevance of inculcating a sense of challenge, difcult enough to merit a player’s attention but at the same time not 
so difcult to leave them failing and disappointed [19]. Therefore, the user was provided with n+1 attempts. This is 
designed with the understanding that the more intonations in an exercise, the more number of tries a user might need 

to get the exercise as correct. However at the same time to ensure that it does not get too stressful for the users, we 

further introduced a bonus section after n+1 incorrect attempts where the user could take a hint and imitate the correct 
intonation. Another important gamifcation aspect to enhance a player’s cognition and evaluation ability to present 
the user with instant, easy to understand feedback [32, 54]. To inculcate this, we decided to present each user attempt 
visually as correct or incorrect through red and green visual circles on the training screen. The red circle displays 
incorrect attempt, the green circle displays correct attempt and the grey circle shows the number of attempts left. The 

skip button gives the option to skip the exercise once the user has used at least one bonus try, which gets activated 

after (n+1) tries. The hint button gets activated after the user exhausts (n+1) number of tries (based on R6). It consists 
of the correct pitch modulation recording of the Verbose chat agent. The evaluated tonic units are then presented on 

the next screen to show the exact parts of the sentence that the user got right or wrong (Figure 6C). The help button is 
designed to reiterate the action part of the screen. 

The Post-Training test section has the same content as the Pre-Training section, with no visual representation 

cues but with the instructions encouraging the participant to speak with skills learned in training. 
Finally, an Analysis section (Figure 7) is designed to show the percentage change in user performance across sessions 

and across diferent intonations. All Pre and Post Training screens also appear again in the Analysis section with correct 
visual representations indicating the place and type of stress, the correct and wrong marked units, the audio recordings 
as performed by the user, and the ideal recordings of the Verbose chat agent (based on R8). This section is supposed to 

make the user aware of his/her overall performance and give details on the exact parts where he/she did mistakes. 

9.2 Recruitment 

17 students from our university were recruited over responses from email requests sent across the university to 

participate in the study, out of which 15 completed the study. No participant was provided any incentive to complete 

the study. 
All the participants (18 years of age or above) chosen for the study were pass-outs from standard English teaching 

schools and were comfortable with English as a second language. These eligibility for recruitment were necessary as 
intonating skills are developed over and above the normal English speaking skills which include knowing the basic 
pronunciation of words and speaking with the right grammatical structure. We wanted to calculate the improvement 
across people not because of their ease with the English language but because of the skills taught through the application. 
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Fig. 7. Analysis session. A) Intonation wise performance analysis. B) Audio clip comparisons of user recordings with Verbose recordings 
in Pre and Post Training sessions. C) Session wise overall performance analysis. 

9.3 Procedure 

The study consisted of 3 sessions spread over 3 consecutive days (Figure 8). This was done to observe the carry-over 
efects of the learning methodology and confrm that any changes observed are not because of the novelty efect of 
introducing a new teaching methodology. In all the 3 sessions, users were given earphones with an embedded mic in 

it to be used for listening to the Verbose chat agent and recording their voice while interacting with the smartphone 

application installed on iPhone 6 devices made available by the researchers. The sessions took place in a quiet room 

with negligible ambient noise. No other people were allowed to be present in the room except for the participant and 

the researchers. 

Fig. 8. The flow of mobile application testing 

In the frst session (on day 1), the researchers explained the users with the purpose of the experiment followed by 

them consenting to participate. They were then requested to interact with the complete application and in between fll 
the Single Ease Questionnaire (SEQ) [43], after each relevant task (one after Pre-Training test, second after Training, 
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third after Post-Training test, and fourth after Analysis). This was done to get evaluation of the ease of use of participants 
with the teaching pedagogy and the application fow. We also conducted an open-ended semi-structured interview after 
the Training phase which was meant to evaluate the efectiveness of the teaching pedagogy taught in the Training 

phase through qualitative analysis of the user inferences on the mobile application. This interview was done right after 
the Training phase and not when the session ended as we expected a participant to better remember the training details 
right after he fnishes it than at the end of the session. After fnishing the complete study, we also administered the 

System Usability Scale (SUS) [15] to measure the application usability. 
The second session (on day 2) did not have the Pre-Training test. The performance on the Post-Training test 

phase of day 1 is carried over to become the initial value of the Pre-Training test phase on day 2. The modules in the 

post-training test phase in each session are kept diferent from the previous session to avoid the practice bias that could 

potentially cause a change across the diferent sessions. However, the difculty level of the modules is matched using 

the readability index [3] so that the change in performance is evaluated due to actual transferability of learning skills 
and not because of a practice bias on similar sentences. The users are made to interact with the entire application in 

this session in one go without any form flling in between. 
The third session (on day 3) only required the users to complete the Post-Training test. Again, the modules in this 

session are diferent from the previous session but with a comparable difculty level. This session is followed by a small 
semi-structured interview to understand the overall experience of the participant, their learning from the app, and 

other feedbacks. 

9.4 Analysis and Results 

The frst session lasted about 45 minutes, the second session for about 30 minutes, and the third session lasted with an 

average duration of 15 minutes. Over the three sessions of this user study, we measured the intonation performance 

scores, usability, and ease of use of the complete system followed by a qualitative analysis of the user inferences on the 

mobile application. We inductively coded the themes and then, deductively coded all the interviews again, marking 

relevant converging themes. Following are the themes that we came up with after analysing the data from the user 
study. 

Novelty of the system 

All but 2 participants pointed out the novelty of the speaking style introduced by the system in the English speaking 

skills of ESL speakers. The mobile application gave them "awareness on using intonations" to express intentions in 

English. P02 said, "I was unaware and didn’t think specifcally about stress (intonations) till now. I always thought more on 

clarity or time spent on a topic, rather than the stress in the pitch. Specifcally, continuation intonation (CI) was something 

new and useful for 11 users. P01 said,"...I guess the continuation intonation (in the application) told (informed) me to 

emphasize each and every word while I was fnishing a thought. I would really like to implement that." 

Efectiveness of teaching pedagogy 

We use the performance scores of users from session 1 pre-test training and session 3 post-test training to fnd the 

efectiveness of teaching pedagogy in the Verbose mobile application. The score of a user is measured by assessing 

the marked units in the Pre and Post Training and only if the user got both the type and place of intonation correct 
simultaneously, the tonic unit is marked as correct. 
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To fnd if the scores were signifcant, we performed a two-way repeated measures ANOVA test for the two factors of 
session (levels - 1 and 3) and intonation (levels - accent , sentence, question and continuation). The data followed normal 
distributions as tested through a Shapiro-Wilk and Kolmogorov-Smirnov test. However, our data violated sphericity for 
the factors - intonation and (intonation * session), as observed through the Mauchly’s test of sphericity. Hence, we used 

Greenhouse Geisser corrections for reporting the fnal test values for these 2 factors. 
Session -> F (1, 15) = 13.182, p = 0.003, pes = 0.485 

Intonation -> F (1.329, 18.606) = 15.750, p < 0.001, pes = 0.529, (E = 0.443) 
Intonation * session -> F (1.418, 19.852) = 3.969, p = 0.048, pes = 0.221, (E = 0.473) 
We observe that the change in performance of user intonations is very highly signifcant. This could be because 

the users were unaware of how to intonate in the beginning of the study and hence didn’t intonate much. We also 

observe that the overall change in user performance across sessions, and the change in performance with respect to 

each intonation was signifcant. Since we tested users in multiple sessions we can say that the overall change across 
session session 1 to 3 was not because of the novelty efect of teaching new skills to ESL speakers. Further, since the 

content taught in the Training exercises was diferent from the content in the Pre and Post Training Test phases within 

and across diferent sessions, we can say that there was no practice bias that could have afected the results. This afrms 
that the change in performance is because of the efectiveness of Verbose application in teaching intonations. 

Teaching pedagogy qualitative validation 

The "where and how" of intonations - All participants explicitly pointed out the role of learning pedagogy in the mobile 

application in making them understand intonations and their implementation in conversations. 12 users mentioned 

that they understood "where and how" they raise their tone on certain parts of a sentence after the app usage (R2). 
For example, P01 said, "...I guess it (the mobile application) provides hints towards the modulation of how you speak. If 

someone is talking really fast, or if someone doesn’t know what he or she is speaking, just by the modulation you can tell if 

that sentence is a question or a statement. P02 said, "...(the mobile application helps) in a way that you know the place 

where you stress and the other person knows where the real information is.". 
Conversation-based teaching pedagogy - The average time taken by the participants to complete an entire session in 

the mobile application from start to fnish was about 45 minutes. Still, all participants found the experience of learning 

intonations as a pleasant one. This is mainly attributed by almost all participants to the nature of the conversation-based 

teaching pedagogy style (R1). P05 said, " I found the experience to be a very pleasant one. I never felt at any moment that I 

was getting bored. In fact, I rather enjoyed conversing with the chat agent, mainly because the way he spoke sounded very 

nice. I could almost feel like a personalized trainer is taking me through the app and conversing with me, alongside teaching 

the necessary skills." 
Gamifcation - 6 participants directly or indirectly also mentioned the role of gamifcation in the training exercises in 

making the experience a pleasant one (R6). P10 said, "The design of the training exercises was very efective in my opinion. 

The screens were very interactive, it almost became like a challenge not to enter in the Bonus section and get the intonation 

right in the given number of tries". Practicing the exercises until a minimum (n+1) number of times till a participant got 
a particular intonation as correct was a bit hectic for 3 participants. However, 5 participants explicitly mentioned that 
the Bonus section turned out to be very important in making them practice a minimum threshold number (based on 

the exercise difculty) of times, before they had the option to skip the exercise. 
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Visual representation - Most users were able to fnish successive training exercises in a lesser number of tries. This 
was attributed by 10 users to the visual representation (R3). P04 said, "...(the context) was easy to understand because of 

the changed characters (in the visual representation). 
Conceptual facts on intonations - Participants also mentioned the importance of introduction and feedback pages 

for introducing new conceptual knowledge, helping in disambiguation between diferent intonations, understanding 

the ‘why’ of ‘where, how and why’ in intonations and fnally in retention of the taught intonations (R4). P06 said, 
"The introductory screen was very important as it introduced me with new conceptual knowledge, which made things 

relatively easy to understand when I had to perform in the exercises. Also, the feedback screen gave explanations that why 

depending on a particular question (context) asked by Verbose, the intonation of an answer for specifc words will change.". 
P12 stated, "I also think that presenting a feedback of each exercise was also very helpful in concretizing and remembering 

these concepts" 
Context - In particular, 9 users better understood the importance of context through these introductory and feedback 

screens just after fnishing an exercise (R2). P03 stated, "It (feedback screen) is important because frst when I read it, I 

wasn’t connecting it to the question (context), but after I saw the feedback I saw (understood) why that thing (a word) was 

intonated according to the context". 
Gradual increase in difculty - 13 participants said that introducing the 4 intonations and the aspect of ‘how, why, 

and where’ to speak in a conversation didn’t seem to be at all overwhelming for any participant. This is attributed 

to the gradual introduction of intonations and the relative increase in readability index [3] of sentences in terms of 
number of sentences, length of sentences, number of words, number of complex words, average syllables per word and 

number of intonations in the app content (R5). P12 said, "When the session fnishes, it seems like you have learned a lot. It 

is a lot of new things, but I think the content has been designed intelligently. I didn’t feel anytime that I have to learn a lot 

suddenly. It was a gradual process. 

Analysis section - The personalized analysis section and the display of the session performance into individual 
intonations and sentences, alongside presenting an overview of the entire session, helped 9 participants in self-analysis 
and increasing awareness of their current level of communicative intonations (R7, R8). P08 said, "Comparing my 

performance with the way I performed before training helped me a lot, I could instantly get what was wrong with my 

communication process. It made me aware of how I used to speak earlier.". P09 said, "The analysis section was very neatly 

presented evaluating me for each sentence that I performed on, and then displaying my overall session performance. It was 

a very holistic way of presenting results.". 

Utility of the mobile application 

Application helpful in conveying user intentions through intonations - 13 participants found the mobile application to 

be useful in learning how to express oneself better by conveying intentions through intonations and communicating 

efectively. P04 gave a very relatable example, "You can’t understand the formation of sentences in their (ESL speakers) 

speech, so you are in general confused (about context) what they are trying to stress on. At those moments you understand 

that it (context specifc stress words) matters...like some people intonate words like "the" and "it" , and it just makes the 

sentence confusing to interpret." P04 summed it up very nicely, "It’s important because you want to convey the intention 

very clearly...my speech has improved. I am not a bland speaker anymore (laughs)." 
Relatable use cases of application - Upon prompting, almost all participants came up with some examples of people 

who intonate and are efective speakers. P06 gave the example of an acquaintance who uses intonations and speaks 
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at toastmasters, "I have a senior at college, she uses intonation or stress very well. She also went to the toastmasters." 
P07 stressed how such a system can be helpful for people preparing for job interviews. "For UPSC (Civil Services 
examination) aspirants, it is necessary to clear the interview...So these people who are preparing, they use many methods 
(to improve English) and this defnitely could be one of them". 

System usability and ease of use of the mobile application 

We used the SUS questionnaire after session 1 to assess the usability of our system. Ten SUS statements were 

presented in sequence to all participants. For this, we created a simple online questionnaire where participants were 

asked to rate each statement using a fve-item Likert scale ranging from strongly disagree to strongly agree. The 

participants rated the overall user-friendliness of our mobile application to be 82.3 (out of 100) on average, which is 
above the average benchmark SUS score of 68 [4]. Any score above 80.3 on the SUS scale is among the top 10 percentile 

and correlates to the adjective rating of good [13]. 
Users were also requested to rate the level of difculty of the four main tasks in the mobile application using the 

Single Ease Questionnaire (SEQ) during session 1: one immediately after Pre-Training test, second after completing the 

Training, third after the Post-Training test and fourth after going through the Analysis section. The mean SEQ rating 

for the four tasks came out to be 6.06, 4.31, 5.12, and 6.25 (out of 7). 
Since users were made to learn about new intonations, and why, how, and where to apply them in the training 

section, it was expected for this section to have a higher cognitive load for the users as compared to the other sections. 
A 4.31 rating (somewhere between average and somewhat easy), therefore seems justifable. The Pre-Training and 

the Analysis section were rated between easy and very easy. The Post-Training section was rated by the users to be 

between somewhat easy and easy. The Post-training section was rated as more difcult than the Pre-Training section 

even though both the sections required the same content to be spoken by the user. From the interviews after day 1, 
we found out the main reason behind this as cited by most users was that since the post-training required them to 

apply what they had already learned during training, i.e., which intonation to use, where to use it based on context and 

continually practice in the Training phase to incorporate it into their usual speaking style, they found this section to be 

slightly easier as compared to Pre-Training phase. 

10 DISCUSSION 

Verbose is designed to provide ESL speakers with a conversation based teaching pedagogy of teaching intonations. 
These intonations can be very meaningful when used with digital personal assistants like Alexa, Siri, Cortana, and 

Google Assistant to increase the understanding of the user intentions while giving commands. Currently, these chat 
agents have limited capabilities in understanding the context. If users provide intonation-related cues while conversing 

with them, it can help the chat agents identify when a user fnishes a sentence, when he stresses on important words, 
when there is a pause coupled with a continuation statement, as compared to a normal pause, and when is a question 

being asked. Our incisive interviews with the primary stakeholders provide support for the usability, efectiveness, and 

ease of use of Verbose in enabling ESL speakers to express their intentions clearly through globally observed intonations. 
However, we elaborate on some key issues in the design of the system that could potentially act as limitations. 
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10.1 Limitations 

Firstly, The system only calculates the intonations where they are supposed to be present but doesn’t detect where no 

intonation is supposed to be present. This could lead to potential misuse of the system by participants for getting better 
results by intonating at all possible places. However, the main purpose of the work was to present a design of a system 

that makes ESL speakers aware of how, why and where to use intonations, and not otherwise. Secondly, our system is 
susceptible to user tiredness and people can have modifed thresholds while using the system. We assumed that the 

voice thresholds of people remain constant within a training session. Further, the three sessions are timed successively 

at 45, 30 and 15 minutes respectively. It could be possible that the increase in performance results of participants could 

have some efect due to the participants getting less tired successively in each session. Thirdly, although we evaluated 

the system over multiple sessions, change in performance scores of intonations might be a useful measure of fnding its 
efectiveness over a longer period. Hence, we couldn’t only rely on change in scores by itself and augmented our results 
with qualitative observations from the user study. Lastly, we only chose to map the function of pragmatic intentions 
and not emotional intentions for providing feedback in our system. This is done as the accuracy of detecting emotional 
intentions is around 60 %[45], whereas the accuracy of pragmatic intentions is 100%, as pragmatic linguistics tries to 

fnd out the meaning of an expression by removing the ambiguity in its meaning ([33], p. 292). 

11 CONCLUSION 

We designed a novel mobile-based application iteratively with the help of various stakeholders and design experts 
for teaching voice modulations to ESL speakers. The fnal evaluation of our system revealed that it was usable in its 
intended purpose i.e. it helped ESL speakers to learn pitch modulation in English. People got aware of a new skill in 

speech delivery that helps them express their intentions clearly and agreed to the utility of such a system by looking at 
various places where the taught pitch modulation skills are helpful, for example, in job interviews, teaching etc. Further, 
our system proved to be efective in terms of retaining the taught skills over multiple usage of the artifact. 
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A LOW-FIDELITY SCREENS 

Fig. 9. Low-fidelity prototype sample screens 
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B SMARTPHONE APP SCREENS 

Fig. 10. Smartphone app sample screens 
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